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Abstract

Search strategies for generating a response
from a neural dialogue model have received
relatively little attention compared to improv-
ing network architectures and learning algo-
rithms in recent years. In this paper, we con-
sider a standard neural dialogue model based
on recurrent networks with an attention mech-
anism, and focus on evaluating the impact of
the search strategy. We compare four search
strategies: greedy search, beam search, itera-
tive beam search and iterative beam search fol-
lowed by selection scoring. We evaluate these
strategies using human evaluation of full con-
versations and compare them using automatic
metrics including log-probabilities, scores and
diversity metrics. We observe a significant
gap between greedy search and the proposed
iterative beam search augmented with selec-
tion scoring, demonstrating the importance of
the search algorithm in neural dialogue gener-
ation.

1 Introduction

There are three high-level steps to building a neu-
ral autoregressive sequence model for dialog mod-
elling, of the kind inspired by the successful work
of Vinyals and Le (2015). First, decide on a
specific network architecture which will consume
both previous utterances as well as any extra in-
formation such as speaker identifiers. Second, se-
lect a suitable learning strategy. Finally, decide
on your search algorithm, as neural autoregressive
sequence models do not admit a tractable, exact
approach for generating the most likely response.

Recent research in neural dialogue modelling
has often focused on the first two aspects. A
number of variants of sequence-to-sequence mod-
els (Sutskever et al., 2014; Cho et al., 2014; Kalch-
brenner and Blunsom, 2013) have been proposed
for dialogue modelling in recent years, includ-
ing hierarchical models (Serban et al., 2016) and

transformers (Mazaré et al., 2018; Yang et al.,
2018). These advances in network architectures
have often been accompanied by advanced learn-
ing algorithms. Serban et al. (2017) introduce la-
tent variables to their earlier hierarchical model
and train it to maximize the variational lower
bound, similar to Zhao et al. (2017) who propose
to build a neural dialogue model as a conditional
variational autoencoder. Xu et al. (2017) and Li
etal. (2017b) train a neural dialogue model as con-
ditional generative adversarial networks (Mirza
and Osindero, 2014). These two learning algo-
rithms, varitional lower-bound maximization and
adversarial learning, have been combined into a
single model by Shen et al. (2018), which has been
followed by Gu et al. (2018).

Despite abundant endeavors on modelling and
learning, search has received only a little attention.
Most of the work on search has focused on training
an additional neural network that provides a sup-
plementary score to guide either greedy or beam
search; we refer to this as the selection strategy. Li
et al. (2015) propose a maximum mutual informa-
tion criterion for decoding using a reverse model.
This has been extended by Li et al. (2017a), where
an extra neural network is trained to predict an ar-
bitrary reward given a partial hypothesis and used
during decoding. Similarly, Zemlyanskiy and Sha
(2018) train a neural network that predicts the
other participant’s personality given a partial con-
versation and use its predictability as an auxiliary
score for re-ranking a set of candidate responses.
None of these approaches study how the choice
of the underlying search algorithm, rather than its
scoring function, affects the quality of the neural
dialogue model.

In this paper, we investigate the effects of
varying search and selection strategies on the
quality of generated dialogue utterances. We
start with a straightforward modeling approach



using an attention-based sequence-to-sequence
model (Bahdanau et al., 2014) trained on the
recently-released PersonaChat dataset (Zhang
et al., 2018). We evaluate three search algorithms:
greedy search, beam search and iterative beam
search, the last of which is designed by us based on
earlier works by Batra et al. (2012). These algo-
rithms are qualitatively different from each other
in the size of subspace over which they search for
the best response. Furthermore, we investigate the
effect of learning an additional scoring function to
select a response from those returned by the search
function, observing additional improvements by
thus separating search and selection. All of these
alternatives are compared using human evaluation
of multi-turn conversations.

We observed high variance in the human eval-
uation distribution due to the bias in individual
workers and propose an algorithm to reduce it us-
ing Bayesian inference, which aims to approxi-
mate the posterior distribution of the scores using
a latent worker bias variable.

Our experiments reveal that a significant im-
provement can be achieved by simply choosing a
better search strategy, with the best strategy be-
ing the combination of the proposed iterative beam
search and a sequence selection function. Hu-
man annotators favoured conversations with the
same model when the best search strategy was
used, and the diversity of generated responses,
measured in terms of the numbers of distinct bi-
/trigrams within each conversation, was higher.
These observations strongly suggest the impor-
tance of search in neural dialogue modelling, and
that any comparison of neural dialogue models
must be done after selecting the best search strat-
egy for each model.

We share trained model, code and human evalu-
ation transcripts with readers for any further anal-
ysis. !

2 Neural dialogue modelling

Since (Vinyals and Le, 2015), a neural autore-
gressive sequence model based on sequence-to-
sequence models (Sutskever et al., 2014; Cho
et al., 2014) has become one of the most widely
studied approaches to dialogue modelling (see,
e.g., Serban et al., 2016, 2017; Zhao et al., 2017;
Xu et al., 2017; Li et al., 2016, 2017a,b; Zemlyan-
skiy and Sha, 2018; Zhang et al., 2018; Miller
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et al., 2017; Shen et al., 2018; Gu et al., 2018).
In this approach, a neural sequence model is used
to model a conditional distribution over responses
given a context which consists of previous utter-
ances by both itself and a partner in the conversa-
tion as well as any other information such as fea-
tures of the speaker.

2.1 Neural autoregressive sequence modeling

A neural autoregressive sequence model learns the
conditional distribution over all possible responses
given the context X, and the conditional probabil-
ity of a response y is factorized into a product of
next-token probabilities:

T

plX) =[] plyely<e. X). (1)
t=1

Each conditional distribution on the r.h.s above
is then modelled by a neural network, and
popular choices include recurrent neural net-
works (Mikolov et al., 2010; Sutskever et al.,
2014; Cho et al, 2014; Bahdanau et al.,
2014),  convolutional networks (Dauphin
et al, 2016; Gehring et al., 2017) and self-
attention (Sukhbaatar et al., 2015; Vaswani et al.,
2017). Our goal is to assess the impact of the
search algorithm, so we fix the model to a standard
neural autoregressive sequence model: see the
appendix for a full list of hyperparameter values.

Learning: Maximum Likelihood Each exam-
ple in a training set D consists of auxiliary infor-
mation or context U (such as a persona profile or
external knowledge context) and a sequence of ut-
terances, each of which is marked with a speaker
tag, i.e.,

C=(UY"Y. .., YA YP) e D,
where Y}® is the utterance from the [-th turn by
a speaker s. The conditional log-probability as-
signed to this example given by a neural sequence
model is then written as

L
logp(C) = > > logp(V|YE,YE,U),
s€{a,b} I=1

2

where s = a if s = b and otherwise 5 = b. Each
term inside the summation above is mapped to the
autoregressive distribution in Eq. (1) by consider-

ing {Y2,Y5, U} as X.
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Learning maximizes the log-probabilities of all
the conversations in the training set:

1
L=—"> logp(C). (3)
1Pl éh

This is done often using stochastic gradient de-
scent with backpropagation (Rumelhart et al.,
1985).

2.2 Inference/generation

In this paper, we generate a response to the cur-
rent state of the conversation (but do not attempt
to plan ahead to future exchanges), maximizing

lng<Y’Y§l, Y<§lv U)
T

= log p(yely<, Y2, Y, U).
t=1

Unfortunately, it is intractable to solve this prob-
lem due to the exponentially-growing space of all
possible responses w.r.t. the maximum length 7.
It is thus necessary to resort to approximate search
algorithms. We describe here the two most widely
used search algorithms for neural autoregressive
sequence models.

Greedy search Greedy search has been the
search algorithm of choice among the recent pa-
pers on neural dialogue modelling (Gu et al., 2018;
Zhao et al., 2017; Xu et al., 2017; Weston et al.,
2018; Zhang et al., 2018).

This algorithm moves from left to right select-
ing one token at a time, simply choosing the most
likely token at the current time step:

g = argmaxlog p(y: = v|y<, Y2, Y2, U).
veV
Greedy search has been found significantly sub-
optimal within the field of machine translation
(see, e.g., Table 1 in Chen et al., 2018), where sim-
ilar neural sequence models are frequently used.

Beam search Instead of maintaining a single hy-
pothesis at a time, as in greedy search above, beam
search maintains K hypothesis:

Each hypothesis is expanded with all possible next
tokens v to form candidate hypotheses, each of
which is in the form of

7y§)?7(y{(7

h?l):(y§7"‘7yl7é7lv)’ (5)

where v € V. Each candidate is associated with
its score:

t

s(hi) =) logp(yilyy) +log p(vlyL,). (6)
t'=1

The new hypothesis set of K hypotheses is then
constructed as

Hii1 = arg-top-k s(h)

X

When all the hypotheses in the new hypothesis
set have terminated, i.e., yg 41 = (eos) for all 4,
beam search terminates, and the hypothesis with
the highest score (6) is returned.

One can increase the size of the subspace over
which beam search searches for a response by sim-
ply increasing the size of the beam K. While beam
search is currently the method of choice in many
applications, it is known to suffer from the prob-
lem that most of the hypotheses discovered are
near each other in the response space (Li et al.,
2016, 2015). For tasks like dialogue which are
much more open-ended than e.g. machine transla-
tion, this is particularly troublesome as many high
quality responses may be missing in the beam.

Avoiding repeating n-grams Although this has
not been reported in a formal publication in
the context of neural dialogue modelling to our
knowledge, OpenNMT-py (Klein et al., 2017) im-
plements so-called n-gram blocking. In n-gram
blocking, a hypothesis in a beam H; is discarded
if there is an n-gram that appears more than once
within it. This feature is especially useful in di-
alogue modelling, since it is unlikely for any n-
gram to repeat within a single utterance.

3 Uncovering hidden responses

We now propose an improved search strategy,
which consists of a more diverse search exposing
more high quality responses by considering an it-
erative beam search, followed by selection from
that set with a learnt scoring function.

Search To address the locality issue in beam
search, we propose an iterative beam search to rad-
ically increase the size of search space without in-
troducing much computational overhead, inspired
by earlier work on diverse beam search (Vijayaku-
mar et al., 2018; Batra et al., 2012; Li et al., 2016).



Selection Search strategies that rely on the con-
ditional log-probability of the sequence for selec-
tion tend to prefer syntactically well-formed re-
sponses due to the word-based maximum likeli-
hood training. We thus introduce a parameterized
sequence selection scoring function which aims to
select the best candidate among the given set of
possible hypotheses.

3.1 Iterative beam search

The search space over which beam search has op-
erated can be characterized by the union of all par-
tial hypothesis sets H; in Eq. (4):

SO - Ug—‘letu

where we use the subscript 0 to indicate that beam
search has been done without any other constraint.
Re-running beam search with an increased beam
width K would result in the search space that over-
laps significantly with Sp, and would not give us
much of a benefit with respect to the increase in
computation.

Instead, we keep the beam size K constant but
run multiple iterations of beam search while en-
suring that any previously explored space

S<l:L%;$SV

is not included in a subsequent iteration of beam
search. This is done by setting the score of each
candidate hypothesis s(h! +1) in Eq. (6) to neg-
ative infinity, when this candidate is included in
S<;. We relax this inclusion criterion by using a
non-binary similarity metric, and say that the can-
didate is included in S, if

min A(R! ,h) <, 7
Join (hty1,h) (7

where A is a string similarity measure, such as
Hamming distance as used in this work, and € is
a similarity threshold.

This procedure ensures that a new partial hy-
pothesis set of beam search in the [-th iteration
does not overlap at all with any part of the search
space explored earlier during the first [ — 1 iter-
ations of beam search. By running this iteration
multiple times, we end up with a set of top hy-
pothesis from each iteration of beam search, from
which the best one is selected according to for in-
stance the log-probability assigned by the model.

Practical implementation A major issue with
iterative beam search in its naive form is that it re-
quires running beam search multiple times, when
even a single run of beam search can be pro-
hibitively slow in an interactive environment, such
as in dialogue generation.

We address this computational issue by per-
forming these many iterations of beam search in
parallel simultaneously. At each time step in the
search, we create sets of candidate hypotheses for
all iterations in parallel, and go through these can-
didate sets in sequence from the [ = 0-th iteration
down to the last iteration, while eliminating those
candidates that satisfy the criterion in Eq. (7). We
justify this parallelized approach by defining the
similarity measure A to be always larger than the
threshold € when the previous hypothesis ﬁi 4118
longer than A in Eq. (7).

3.2 Learning to select sequences

When training a sequence-to-sequence model by
maximizing the log-likelihood in Eq. (3), each and
every token in the response side is treated equally.
This encourages the model to focus more on fre-
quent tokens than less frequent ones, which con-
sequently makes the model more syntax-oriented
than semantics-oriented, as discussed earlier by
Collobert et al. (2011). Although this behaviour
is desirable when we use the model to generate
a well-formed response, it is not necessarily de-
sirable for selecting a semantically meaningful re-
sponse given the context.

We thus propose to augment the underlying
sequence-to-sequence model with a selection scor-
ing function R(y|zr) = s € R, where y is a re-
sponse and R computes its score given the final de-
coder state of the underlying model. We train this
scoring function using a pairwise ranking loss and
a set of negative examples, following (Collobert
etal., 2011):

Z max(0,m — R(y*|x)
Yy~ €Y~
+ Ry~ |z)), ®)

where Y~ is a set of negative responses and y*
is a ground-truth response, given the context x.
We choose negative responses from the training
set uniformly at random.

We thus train a sequence-to-sequence model by
minimizing the weighted sum of the negative log-



likelihood (3) and ranking loss (8):
L=«alL+ BLg. 9)

We start with @« = 1 and 8 = 0 until the model
converges and fine-tune it with « set to 0.1 and
[ set to 1, which is equivalent to pretraining the
model with maximum likelihood only first and
finetuning it with both near the end of learning.

4 Dialogue evaluation

Broadly there are two ways to evaluate a neural di-
alogue model. The first approach is to use a set of
(often human generated) reference responses and
compare a generated response against them (Ser-
ban et al., 2015; Liu et al., 2016). There are two
sub-approaches; (1) measure the perplexity of ref-
erence responses using the neural dialogue model,
and (2) compute a string match-based metric of
a generated response against reference responses.
Neither of these approaches however captures the
effectiveness of a neural sequence model in con-
ducting a full conversation, as during this evalu-
ation the model responses are computed given a
full reference context from the dataset, i.e. it does
not see its own responses in the dialogue history,
but gold responses instead. This constraint is nec-
essary as a reference response is valid only when
placed within a given context, and any deviation
in the context from the collected context easily, if
not always, invalidates it as a reference response.
We thus take the second approach, where a neu-
ral dialogue model has a full conversation with a
human partner (or annotator) (Zhang et al., 2018;
Zemlyanskiy and Sha, 2018; Weston et al., 2018).
Unlike the first approach, it requires active human
interaction, as a conversation almost always devi-
ates from a previously collected conversation even
with the same auxiliary information (U in Eq. (2)).
This evaluation strategy reflects both how well a
neural dialogue model generates a response given
a correct context as well as how well it adapts to
a dynamic conversation—the latter was not mea-
sured by the first strategy. In the rest of this sec-
tion, we describe our approach to human evalua-
tion of a full conversation and propose Bayesian
calibration to address the annotator bias.

4.1 Human evaluation of a full conversation

We ask a human annotator to have a conversation
with a randomly selected bot (characterized by its
choice of search algorithm) for at least five turns.

At the end of the conversation, we ask the anno-
tator three sets of questions:”

1. Overall score ({1,2,3,4,5})
2. Marking of each good utterance-pair ({0, 1})
3. Marking of each bad utterance-pair ({0, 1})

The first overall score allows us to draw a con-
clusion on which algorithm makes a better con-
versation overall. The latter two are collected in
addition to the overall score to investigate the re-
lationship between the overall impression and the
quality of each utterance-pair.

4.2 Bayesian calibration

Although human evaluation is desirable, raw
scores collected by human annotators are difficult
to use directly due to annotator bias. Some an-
notators are more generous while others are quite
harsh, leading the naive average score to have very
high variance; for example, as recently reported in
(Zhang et al., 2018; Zemlyanskiy and Sha, 2018).
It is necessary to calibrate raw scores so as to re-
move these annotator biases, and we propose to
use Bayesian inference here as a framework for
removing such biases. We describe two instances
of this framework.

1-5 star rating of a conversation We treat both
the unobserved score M; of each model we are
comparing, in our case each search algorithm, and
the unobserved bias B; of each annotator as latent
variables. The score of the i-th model follows the
following distribution:

i ~U(1,5), and M; ~ N (;,12),

where U/ and N are uniform and normal distribu-
tions. It states that a priori each model is likely to
be uniformly good or bad. The annotator bias B;
then follows

Bj ~ N(0,1%),

where we are stating that each annotator does not
have any bias a priori.

Given the model score M; and annotator bias
Bj, the conditional distribution over an observed
score S;; given by the j-th annotator to the ¢-th
model is then:

Sl'j ~ N(Mz + Bj, 12).

2 We provide the detailed descriptions of the questions in
the appendix.



Of course, due to the nature of human evaluation,
only a few of S;;’s are observed.

The goal of inference in this case is to infer the
posterior mean and the variance:

E[M;]{Si5|Si; € O}],
VI[M;|{Si;]5: € O},

(10)

where O is a set of observed scores.

Binary rating of an utterance When an annota-
tor labels pairs of utterances from the conversation
with a binary score {0,1} (such as whether that
pair was a “good” exchange), we need to further
take into account the turn bias 7}:

Ty ~ N(0,1?).

Also, as we will use a Bernoulli distribution for
each observed score, we modify the priors of the
model scores and annotator biases:

M; ~ N(0,1%) and B; ~ N(0,1%)

The distribution of an observed utterance-pair
score Sy, is then

Sijk ~ B(sigmoid(M; + B;j + T,)),

where B is a Bernoulli distribution.
The goal of inference is is to compute

B\, {5,015, cc0) [sigmoid(M)], (1)

VMi\{Sz‘jMSijkEO} [Singid(Mi)] ,

which estimate the average number of positively
labelled utterance-pairs given the ¢-th model and
the uncertainty in this estimate, respectively.

Inference We use no-u-turn (NUTS) sam-
pler (Hoffman and Gelman, 2014) for posterior in-
ference. We use Pyro (Bingham et al., 2018) in
both of the cases.

S Experiment Settings
5.1 Data: Persona-Chat

We exclusively use PersonaChat, released recently
by Zhang et al. (2018) and the main dataset for
the Conversational Intelligence Challenge 2 (Con-
VAI2),} to train a neural dialogue model. The
dataset contains dialogues between pairs of speak-
ers each randomly assigned personas from a set

http://convai.io/

Model (Learning) PPL| Hits@11
Seq2Seq §2.1 24.84  0.047
Seq2Seqg+Scorer §3.2  26.26  0.557

Table 1: Validation Accuracy on PersonaChat of our
compared models. Although the perplexity (PPL),
which reflects the well-formedness of a response, is
lower with the model trained with maximum likeli-
hood, our MLE+Ranking model is better at retrieving
a semantically-relevant response (Hits@ 1) when fine-
tuned and used together with a sequence selection scor-
ing function.

of 1155, each consisting of 4-5 lines of descrip-
tion about the part they should play, e.g. “I have
two dogs” or “I like taking trips to Mexico”. The
training set consists of 9,907 such dialogues where
the partners play their roles, and a validation set
of 1,000 dialogues. The ConvAlI2 test set has not
been released. Each dialogue is tokenized into
words, resulting in a vocabulary of 19,262 unique
tokens. We refer the reader to (Zhang et al., 2018)
for more details.

5.2 Neural dialogue modelling

Model We closely follow (Bahdanau et al.,
2014) in building an attention-based neural autore-
gressive sequence model. The encoder has two
bidirectional layers of 512 long short-term mem-
ory (LSTM, Hochreiter and Schmidhuber, 1997)
units each direction-layer, and the decoder has two
layers of 512 LSTM units each. We use global
general attention as described by Luong et al.
(2015). We use the same word embedding matrix
on both the encoder and decoder, which is initial-
ized from 300-dimensional pretrained GloVe vec-
tors (Pennington et al., 2014). We allow word em-
bedding weights to be updated during the training.
The sequence selection scoring function used in
our proposed search strategy is a multi-layer per-
ceptron with four layers of 512 tanh units each. It
outputs a scalar score at the end, and takes as input
the LSTM cell from the final step in the decoder.

Learning We use Adam (Kingma and Ba, 2014)
with the initial learning rate set to 0.001. We
apply dropout (Srivastava et al., 2014) between
the LSTM layers with the dropout rate of 0.5 to
prevent overfitting. We train the neural dialogue
model until it early-stops on the validation set,*

4 When the validation loss (3) does not improve for twelve
epochs, we early-stop.
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then fine-tune it together with the scoring function.
We set o and 3 in Eq. (9) to 0.1 and 1, respectively,
during finetuning.

We show in Table 1 the quality of the trained
model before and after finetuning. We use the
metrics used by the ConvAl2 competition, which
are perplexity (PPL) and hits@1. Compared to
the leaderboard,’ the finetuned model is reason-
able, and we believe, serves well as an underlying
system for investigating the effect of search algo-
rithms. Furthermore, this agrees well with the in-
tuition behind introducing the sequence selection
scoring function and training it with the pair-wise
ranking loss; that is, the model can focus better on
semantics rather than on syntax while selecting the
best candidate. For all search experiments, we use
the finetuned model.

5.3 Search Strategies

We test four search strategies; greedy and beam
search algorithms from Sec. 2.2, iterative beam
search (iter-beam) from Sec. 3.1, and iterative
beam search combined with final sequence selec-
tion (iter-beam+scorer) from Sec. 3.2.

Beam search maintains five hypotheses
throughout search. Beam search performs final
hypothesis score adjustment using a length
penalty as described by Wu et al. (2016). In itera-
tive beam search, beam search runs 15 times with
beam size 5 each, generating 15 top-hypotheses.
iter-beam selects the best response among these
using the conditional log-probability (2), while
iter-beam+scorer uses the score R. We use n-
gram blocking in Sec. 2.2 for any variant of beam
search (beam, iter-beam, iter-beam+scorer)
with n up to 7 as this improved results for all
methods.

5.4 Evaluation

Human evaluation We use ParlAI (Miller et al.,
2017) which provides seamless integration with
Amazon Mechanical Turk (MTurk) for human
evaluation. A human annotator is paired with a
model with a specific search strategy, and both are
randomly assigned personas out of a set of 1155,
and are asked to make a conversation of at least
either five or six turns (randomly decided). We
allow each annotator to participate in at most six
conversations per search strategy and collect ap-

>http://convai.io/#leaderboard
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Figure 1: The distribution of scores given by annota-
tors to greedy search. Each row (in an arbitrary order)
plots scores given by a single annotator over multiple
conversations. This points to the existence of annotator
bias. See for instance the bottom three annotators.

proximately 50 conversations per search strategy.
Each conversation is given three scores by the an-
notator, as described in Sec. 4.1.

Bayesian calibration In order to remove anno-
tator bias, or inter-annotator variability, we use
Bayesian calibration from Sec. 4.2. We take
50 warm-up steps and collect 150 samples using
NUTS sampler for inferring the posterior mean
and variance of the overall score in Eq. (10), while
we use 30 warm-up steps and 50 samples for in-
ferring the mean and variance of the average num-
ber of positively (or negatively) labelled utterance-
pairs in Eq. (11).

Automatic metrics In addition to human eval-
uation, we also compute a variety of automatic
metrics to quantitatively characterize each search
algorithm and its impact. First, we report the
log-probability of a generated response assigned
by the model which is a direct indicator of the
quality of a search algorithm. Second, we com-
pute the average number of unique n-grams gen-
erated per conversation normalized by the num-
ber of generated tokens in the conversation, called
distinct-n from (Li et al., 2015), with n = 2 and
n = 3. This metric measures the diversity of gen-
erated responses, which is considered to correlate
well with how engaging a neural dialogue sys-
tem is (or conversely, anticorrelated with its rate

® Some conversations were dropped due to technical er-
rors during human evaluation, resulting in total 52, 52, 50
and 48 conversations for greedy, beam, iter-beam and iter-
beam+scorer, respectively.
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of producing boring, meaningless response like “I
don’t know™).

5.5 Result and Analysis

Annotator bias In Fig. 1, we plot the scores
provided by the human annotators for one search
strategy (greedy), where each row corresponds to
each annotator. Consider the three annotators in
the bottom of the plot. Their spreads are similar,
spanning three points, but their means are clearly
separated from each other, which points to the ex-
istence of annotator bias. This observation sup-
ports the necessity of the Bayesian calibration de-
scribed in Sec. 4.2, we thus analyze results with
calibrated scores (while reporting both calibrated
and uncalibrated versions).

Another property of annotators’ scores in Fig. 1
is that each annotator has their own distinct
“spread” as well. This spread is not modelled
in the current version of the Bayesian calibration,
and we leave incorporating it for the future.

Human evaluation In Table 2, we present the
scores from human evaluation. A major observa-
tion we make is that greedy search, which has been
the search algorithm of choice in neural dialogue
modelling, significantly lags behind the variants
of beam search in all metrics. This stark differ-
ence is worth our attention, as this difference is
solely due to the choice of a search algorithm and
is not the result of different network architectures
nor learning algorithms. In fact, this cannot even
be attributed to different parameter initialization,
as we use only one trained model for all of these
results.

The three beam-search variants are however
more difficult to distinguish from each other in
terms of human evaluation. We conjecture that
this indistinguishability may be due to the coarse-
grained nature of human evaluation based on a
scalar score (or three scalar scores.) These vari-
ants are qualitatively different from each other in
other aspects, as we see below.

Search quality: log-p Better search algorithms
find responses with higher log-probability accord-
ing to the model, as shown in Table 3. This is a
natural consequence from exploring a larger sub-
set of the search space.

The higher log-probability does not correspond
with increases in sequence selection score accord-
ing to the learnt scoring function, demonstrating

the fundamental disconnect between maximum
likelihood and sequence ranking as discussed in
Sec. 3.2. By using the scoring function to select
the best response among a diverse set of hypothe-
ses, we get responses with a significantly higher
selection score (iter-beam+scorer).

A notable observation from Table 3 is that
the neural sequence model assigns very low log-
probabilities and scores to human responses (col-
lected from the validation set).

This suggests that there is more room to im-
prove the models and learning algorithms to place
a high probability on human responses.

Diversity: distinct-2 and distinct-3  Although
the beam-search variants (beam, iter-beam and
iter-beam+scorer) were not significantly differ-
ent in their human ratings, the diversity of gener-
ated responses in Table 4 clearly separates them.
The proposed iterative beam search combined
with selection via the learnt scoring function gen-
erates significantly more unique bi- and trigrams
than all the other search strategies, indicating this
model will be more engaging for longer-term in-
teractions than the competing approaches.

We still observe a significant gap between the
best search strategy and humans in these metrics,
similar to what we observed with log-probabilities
and scores above. This leaves open room for
improving network architectures, learning algo-
rithms and/or search strategies even further.

6 Conclusion

In this paper, we have empirically validated the
importance of search algorithms in neural dia-
logue modelling by evaluating four search strate-
gies on one trained model. Extensive evalua-
tion revealed that greedy search, which has been
the search algorithm of choice in neural dialogue
modelling, significantly lags behind more sophis-
ticated search strategies, such as beam search and
its iterative variant. Using human evaluation and
measuring the diversity of generated responses,
we found the novel strategy of iterative beam
search followed by final selection using a scoring
function trained with a ranking loss to be the best
among the four strategies we compared in this pa-
per. This strategy was deemed an equally good
conversationalist as the other beam-search variants
by human annotators, while maintaining a higher
level of diversity.



Search Overall Score (1-5)1 9% Good Pairs? % Bad Pairs]
strategy Raw Calibrated Raw Calibrated Raw Calibrated
greedy 2.79£1.05 2.78+£0.24 043 0.37£0.08 0.43 0.48+0.08
beam 2.98+1.06 3.00£0.25 0.54 0.49+0.08 0.36 0.45£0.08
iter-beam 2.88+1.24 2.864+0.24 0.55 0.49+0.08 0.34 0.35+0.07
iter-beam+scorer 3.25+£1.26 3.09+0.25 0.52 0.48+£0.07 0.33 0.41%0.07

Table 2: Human evaluation result (average-standard deviation). We observe a significant gap between greedy
search and beam search variants, while most of the variants of beam search are within one standard deviation
from each other. We bold-face the best strategies per calibrated metric and underline all the strategies within one
standard deviation of the best strategy. The standard deviations of the raw scores and the calibrated scores are not
compatible, as the latter reflects the uncertainty in posterior inference rather than the spread of scores.

Search strategy log-p1 scorer R(y|z)T
greedy -10.15£2.9 -3.04+£1.36
beam -7.62+2.25 -3.47+1.53
iter-beam -6.62+1.71 -3.1842.22
iter-beam+scorer -12.40+3.00  -2.68£1.28
human -43.584+15.9  -4.79+1.67

Table 3: The average conditional log-probabilities and
scores assigned to generated responses. Better search
algorithms (iter-beam) find responses with a higher
log-probability according to the model, but do not nec-
essarily correspond to a higher score from the scoring
function (iter-beam+scorer). The low log-probability
and score assigned to human responses suggest that
search is not the sole remedy but better modeling and
learning must be investigated further.

Search distinct-n T
strategy n=2 n=23
greedy 0.6142  0.5988
beam 0.6739  0.59304
iter-beam 0.6908  0.5953
iter-beam+scorer  0.7526  0.6812
human 0.86675 0.8147

Table 4: The diversity of generated responses mea-
sured by distinct-n clearly indicates that a better search
strategy generates more diverse responses, although the
best performer is still significantly less diverse than hu-
mans. distinct-n’s for humans were measured using the
conversations from the validation set.

Our observation clearly emphasizes the impor-
tance of a good search strategy in neural dia-
logue modelling, which has thus far been given
less attention. With this finding, we encourage
authors of future papers on neural dialogue mod-
elling to clearly state which search algorithm has
been used, why such choice has been made and

the details of its implementation and hyperparam-
eters, in order for readers and the research com-
munity to correctly assess the impact of any newly
proposed neural dialogue model. Lastly, we be-
lieve our observations here raise the question of
how many new network architectures and learn-
ing algorithms have been proposed, abandoned,
or compared favourably or unfairly to existing ap-
proaches due to the lack of extensive investigation
on search strategies.
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A Human evaluation questionnaire

A.1 Overall scoring question

Right after the end of dialogue system asks worker
the following question:

Now the conversation is completed! Please
evaluate the conversation by clicking a button with
score from [1, 2, 3, 4, 5] below, this score should
reflect how you liked this conversation (1 means
you did not like it at all, and 5 means it was an
engaging conversation).

A.2 Good/bad pairs selection

After the first question system asks following
questions:

Now please select every interaction pair which
you consider as a good, natural pair of messages.
Do not compare them between each other, try to
use your life experience now.

Now please select every interaction pair which
you consider as a bad, some examples of bad part-
ner response are: not answering your question, an-
swering different question, random content, con-
tradicts previous statements etc.
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B Model/Training hyperparameters

RNN type LSTM
RNN layers 2
hidden dim 512
embedding dim 300
dropout rate 50%
attention type global general
bidirectional encoder True
shared weights encoder/decoder embeddings
negative samples 5
margin for ranking loss 1.0
fine-tuning rank weight 1.0
fine-tuning generation weight 0.1
batch size 64
optimizer Adam
starting learning rate 0.001
gradient clip threshold 0.1
embedding pretraining glove 840B
validation every... 0.5 epochs
validation metric hits@1
max valid patience 12 epochs




